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Analytical Design and Stability Analysis of the Universal Integral Regu-

lator Applied in Flight Control

Yohan Diaz-Méndez*, Marcelo S. de Sousa, Guilherme Gomes, Sebastiio Cunha, and Alexandre Ramos

Abstract: This paper considers the analytical design and stability analysis of an output feedback flight control
problem for a rigid fighter aircraft which has a highly nonlinear dynamic. In this paper, a robust technique known
as Universal Integral Regulator (UIR) has been chosen to solve the tracking problem due to the possibility to
demonstrate the stability of the system and analytically compute the control parameters. The UIR is a combination
of Continuous Sliding Mode Control (CSMC) and a Conditional Integrator (CI) which provides integral action
only inside the boundary layer, enhancing the transient response of the system and providing an equilibrium point
where the tracking error is zero. The general procedure consists firstly of rewriting the aircraft dynamics in the
control-affine form, then the relative degree of the system is computed and the system is transformed to normal
form. An output feedback controller using a CSMC controller is proposed, and a sliding surface considering a CI
is designed. The controller parameters are designed analytically, taking into account two approaches. The first
approach does not consider uncertain parameters and the second one treats a stability derivative as a parametric
uncertainty. Simulations were performed in order to validate the design procedure of the control technique and
to demonstrate the robustness of the UIR. Detailed step by step information about the computing of the controller
parameters was done and an analytical analysis of stability was developed to demonstrate the convergence of the

sliding surface, conditional integrator and tracking error dynamics.

Keywords: Aircraft, nonlinear control, sliding mode control, universal integral regulator.

1. INTRODUCTION

One of the most important requirements in flight con-
trol system design is the ability of the controller to effi-
ciently perform a robust tracking of a desired reference
signal with approximately zero error. Since the dynamic
of a fighter aircraft is highly nonlinear and almost all the
degrees of freedom of the system are coupled, the solution
of the attitude tracking problem is difficult and challeng-
ing, and according to [1] the designed controllers must ad-
dress the issues of uncertainty, nonlinearity, and complex-
ity. A common practice for tackling this problem is to lin-
earize the aircraft dynamics around an equilibrium point
(flight condition), and find the gains, which are scheduled
depending upon the flight operating condition along the
flight envelope [2, 3]. Then, linear control techniques can
be applied; among them, linear quadratic optimal control
[4,5], and PID [6]. However, due to parametric uncertain-
ties, various flight conditions and high non-linearity, lin-
ear control techniques do not extract enough performance
from the aircraft.

Several methods have been employed to increase the
robustness of the controllers and to deal with the prob-
lems and challenges of linear controllers. These linear
techniques are commonly implemented through feedback
linearization (FL) and transforming the system in normal
form such as in [7-10] and [11], and inverting the dynam-
ics once the FL is made [12, 13]. One important advan-
tage of feedback linearization is the capacity of totally or
locally transforming the aircraft dynamics in an equiva-
lent system that is easy to manage, but it still does not
deal with uncertainties in the model. Throughout the past
decades, control techniques based on variable structure
control (VSC) such as Dynamic Inversion (DI) and slid-
ing mode control (SMC), were performed to tackle this
problem and provide more robust controller designs as in
[14—17] for SMC and [18] for DI.

As demonstrated in [14], SMC requires high control ac-
tivity due to the chattering phenomenon caused by the def-
inition of a switching function sign(-) which represents the
basic procedure of SMC [19]. According to [20], the ro-
bust nonlinear control method SMC, due to the chattering,
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causes poor control accuracy. This excessive and perma-
nent oscillation can excite un-modelled, high-frequency
dynamics neglected in the modeling [21] and thereby pro-
duce excessive wear in the flight control actuators, pos-
sibly leading to flutter. In order to solve the chattering
problem, in [22] was proposed a dynamic integral SMC
strategy showing good results, nevertheless, in the present
work the function sign(-) was substituted by the approxi-
mate function sat(-) as adopted in [23], but at the expense
of degrading the transient response of the system. Then,
at the beginning of the past decade, a new methodology
was proposed by [24] to deal with this disadvantage. This
is one of the reasons for which the authors consider this
control technique as having great potential for implemen-
tation in the flight control problem addressed in this work.
The main feature of this new controller design was the
introduction of a CI capable of enhancing the transient re-
sponse of the system while keeping the tracking error at
zero and provide a robust, easy to implement controller.
A special case of this controller design is called the Uni-
versal Integral Regulator (UIR).

The UIR has been applied in a variety of control prob-
lems, such as: liquid level in coupled tanks [25,26], DC
to DC power converters [27], path following of marine
vessels [28] and satellite launchers [29]. Some applica-
tions have been pursued in aircraft control, as in the work
of [30] and [31] whose design is based upon plant lin-
earization and uses short-period and phugoid approxima-
tions. In the work of [29], although a modified UIR is pro-
posed, detailed information about the design of the classi-
cal UIR and controller gain estimation is not provided. In
the works of [32] and [33] the controller gain and bound-
ary layer values were obtained through a trial and error
process, and in [3] and [30], the UIR controller gain was
assumed as the maximum allowed deflection of the con-
trol surface. That lack of information about the analytical
controller gain computation motivated and encouraged the
authors of this paper to show, in the present work, how
these parameters are determined and applied to a control
problem that had not been solved before using the theoret-
ical design of the UIR technique. The main contributions
of this work compared with earlier ones are: i) the non-
linear dynamics are not linearized; the highly nonlinear
equations of motion are extended and rearranged in the
control affine in the input form; ii) the maximum gain of
the controller is computed and not assumed as the max-
imum deflection of the control surface; iii) the detailed
information about the analytical procedure of computing
the controller gain, the stability demonstration of internal
and external dynamics and the choice of boundary layer
is provided and; iv) a simple simulation procedure is pro-
posed to estimate the minimum boundary layer capable of
recovering the ideal SMC performance and avoiding the
occurrence of chattering.

Our interest is to solve the Single-Input Single-Output

(SISO) problem of attitude tracking of a fighter aircraft,
applying the UIR proposed in [24] and extended to Multi-
Input Multi-Output (MIMO) in [34]. To the best of the
authors knowledge, this problem has not been solved with
UIR previously in other works, therefore, it represents the
main contribution of this work in conjunction with the
aforementioned novelties i), ii) and iii). Two approaches
are contemplated: an initial approach, without considering
unknown parameters, leading to the pure UIR; and another
approach, considering uncertainties, in a control deriva-
tive. It is worth mentioning that the longitudinal dynamic
of the aircraft is presented and a PI controller is used in
parallel to keep the total velocity of the aircraft constant as
a secondary control objective. This paper is organized as
follows: in Section 2, a summarized procedure and a com-
pendium of the assumptions adopted regarding the con-
troller design are presented; then, in Section 3, the aircraft
longitudinal model is presented and the control problem is
formulated. Section 4 deals with the normal form transfor-
mation and the error dynamics. In Section 5, the internal
dynamic stability is demonstrated. In section 6 the con-
troller design is developed and the controller parameters
are justified and calculated. In Section 7 the demonstra-
tion of the system stability (controller+plant) is developed
and Section 8 is used to compare the performance of the
approaches proposed through simulations, and finally in
section 9 the conclusions summarize the main results the
work.

2. GENERAL PROCEDURE OF CONTROLLER
DESIGN

In this section, the main steps to apply the universal in-
tegral regulator to a general system are presented. The
methodology is based on the assumptions proposed in the
works [24] and [34], specifically for MIMO systems. Con-
sider the nonlinear MIMO system in (1) composed by the
state x € R", control u € R™, output y € R, unknown con-
stant parameter 6 € R” and exogenous signal w € R vec-
tors.

x=f(x,0)+ igi(x, 0)[u; + 6:(x,0,w)],

yi:hi(-x79)7 1§l§m (1)

The first assumption is related to the conditions neces-
sary to lead the system to normal form. It can be formu-
lated as

Assumption 1: The system in (1) has a uniform vector
relative degree {pi,p2,...,Pm}, determined through (2),
and conditions for the system be input-output lineariz-
able must be accomplished, such as, matrix A(x,0) =
{Lg/.L?"flhi} is non-singular and the distribution span
{g1,82,.--,8m} is involutive.

Lo, Lihi(x) =0, 0<k<pi—2, 0<i,j<m. (2



Analytical Design and Stability Analysis of the Universal Integral Regulator Applied in Flight Control 393

Remark 1: Equation (2) is also known as Lie deriva-
tive. Its solution allows the determination of the relative
degree of the system (number of derivatives of the output
to find direct relations with the input). Then, it is possi-
ble to do a change of variables that allows the transfor-
mation of the system to normal form and the local diffeo-
morphism 7 (x, 6) is constructed (see (3)) with 1 € R"P
(internal variables), & € RP (external variables) and total
relative degree p = p; + p2 + ...pm- The new external and
internal variables are determined using (4) and (5), respec-
tively.

n|_ _ | Ti(x,0)
|: 5 :|T(x76) Tz(x,e) :|7 (3)
E={&Y=0{"h, 1<i<m, 1<j<p, (4

Once the new variables are determined, the next step is
to create the new dynamic, which can be done by means
of the following transformation (6) presented in [24].

5}:51417 1<i<(p—1),
éP:b(évn)+a(€7n)u7 (6)
n=_Lj, 1<j<(n—p).

With b(&,1) = LoAi(x) and a(€,n) = LLL ™ 'hi(x) =
A(x). The next assumption states the existence of a unique
equilibrium point and a unique control input to solve the
regulation or tracking problem. This assumption is based
on a vector d € D, defined as d = [r, 8, wy,] and repre-
senting the steady state values of the reference r;, constant
unknown parameters 6 and exogenous signal w(z) vectors.

Assumption 2: For each d € Djthere exists a unique
equilibrium point ¥ = ¥(d) € D, and a unique control & =
i(d) such that f(x,0)+ g(x,0)[i+ O(x,0,ws) =0 and
Tss = h()f, 9)

Remark 2: Assumption 2 supposes that there exists
only one control and one equilibrium point in which the
system output is able to track the desired reference and
this point is used to create the error dynamic necessary to
construct the sliding surface.

Then, the error dynamics can be constructed using the
change of variables z = n — 1) for the internal dynamic
and ¢ = £/ — i —y/ for the external dynamic, with v/(r) =
[Fi — Figs, rl-(l), ot 71]. More details about the conditions
that must be accomplished to effectively solve the track-
ing problem can be found in [34]. Some boundaries are
defined to for the errors being e € E = {|e| < 1} and
z€ Z=1{|z| < L} where [; and [, are positive constants
independent of d.

In order to demonstrate the stability of the internal dy-
namic (input-to-state stability), assumption 3 has to be at-
tended to by means of (7).

Assumption 3: There exists a proper function V; :
Z — R, possibly dependent on d, and class K func-

tions A independent of d A, : [0,/2) — R4 (i = 1,2,3) and
¥+ 10,00+ 1) — R4 such that

M(lz]) < Vilt,z,d) < Ma([z),

oV, N oV,
ot dz

¢(z,e+vd) < As(z)), M

V|z| > y(le+v]). So, the equilibrium point of the inter-
nal dynamic z = 0 of Z = ¢(z,0,d) is exponentially stable
uniformly in d.

Remark 3: Assumption 3 is necessary to guarantee that
once the tracking problem is solved, that is, the error is
lead to zero, the internal dynamic represented by z will
converge exponentially to zero. It is worth mentioning
that an unstable internal dynamic can affect UIR controller
performance.

The next step consists of defining the controller based
on the CSMC of (8). The integral variable o; repre-
sents the output of the conditional integrator in (9). If
the first derivative of the sliding surface is taken, the re-
sult will be as in (10) with Fi(z,e,v,d,r?) = b;(-) — ¥ +
{ko [—ko0i + psar (si/ )] }-

T
si=khoi+ Y Kiel + e, ®)
j=1
6, = ko + wisat <;> ky > 0, ®)
$i=Fi(z,end,r®)+ Y aijlu;+ ()] (10)
=1

At this point it is important to highlight the importance
of the matrix A(x) = a;;. In the case of considering un-
known parameters and modelling uncertainties, the matrix
A(x) can be substituted by its nominal value A (x); for this,
assumption 4 should be defined.

Assumption 4: Let A(z,e +v,d) = [(z,e +v,d, )
A(e+v) where the matrix A is a known non-singular ma-
trix and T = diag[vi, V2, ..., Yin)s With y(-) > % >0, 1<
i<mforalle € E, z€Z,d e D, and some positive con-
stant .

Remark 4: As explained in [34], Assumption 4 is given
to extend the concept of nominal values to MIMO sys-
tems. This is done in order to take into account possi-
ble uncertainties in the model through the proposition of a
non-singular matrix I". The non-singular condition guar-
antees that the application of equivalent control can be
done avoiding singularities in the denominator of the con-
trol of (11).

By following this line of reasoning, we arrive at the use
of the equivalent control method leading to the UIR con-
troller u as defined in (11).

u=A"(e,v)[~F (e,v,w) +vi,
vi = —Ki(e,v,w)sat (s;/ ;). (11
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Finally, an additional assumption is necessary to deter-
mine the controller gain K;. The expression on (12) will
be clear in Section 6.

Assumption 5: Let

i8‘<%mwml<i<m (12)

where {A;(-)} = F() =T()F () + A(-)8(-) + {kj[~kyo;
+1ysat(s;/ 1))} is the resultant term of the first derivative
of the sliding surface in (13)

max

S :A[(Z,e,W,G,d,W)
—Yi(z,e +v,W)Ki(e,v,w)sat (s; / ;). (13)

Remark 5: The purpose of Assumption 5 is to guar-
antee that s;5; < 0. If we choose a Candidate Lyapunov
Function (CLF) V; = (1/2)s?, the maximization of the
A(-) function will allow to determine the controller gain
K; = v(-) +g; (with g; > 0) that is able to ensure that the
first derivative of the CLF V, = s;s; is negative definite
attending the asymptotic stability condition done by the
Lyapunov direct method.

3. MODEL AND PROBLEM FORMULATION

3.1. Aircraft model

The aircraft dynamics considered in this work is the
longitudinal model of a Mirage III fighter aircraft ex-
tracted from [35]. The three-degrees-of-freedom mathe-
matical model uses aerodynamic data (stability and con-
trol derivatives) which can be considered approximately
constant. The model in a combined wind and body axes is
described in (14).

S T .
V= V(uu—l—vv—&—ww),

(- %)
T+ (w/u)?’
G=cspr—ce(p* — 1)+ M,
O = gcos® — rsend, (14)

where V is the total velocity of the aircraft, o is the an-
gle of attack, g the pitch rate, ® the attitude angle and
the constants ¢s = (I; — L) /Ly, ¢6 = L;/I,, and ¢; =
1/1,,. In this work, it is assumed that the longitudinal and
latero-directional dynamics are decoupled and the latero-
directional variables ®, p and r are approximately zero.
The equations of motion of the velocity components u, v
and w are represented as follows:

i =m " (F.+Tcosoy) — gsend +rv—gqw,
V= m_le—i—gsen(PcosB—f—pw—ru,

w=m " (F.+ Tsenciy) + gcos ¢ cos 0 + qu — pv,
(15)

Table 1. Aircraft properties.

Property Value Property Value
mlkg| 7400 Cr, 0
S[m?] 36 Cng 0

¢[m] 5.25 Cig -0.17

Ly[kg - m?] 5.4x10* Ch, -0.4

C, 0 G, -0.45
Cr, 2.204 - -

where m is the aircraft mass, g the acceleration of gravity,
T the maximum thrust and o the engine incidence angle
considered null in this work. The forces F;, F;, F; and the
pitch moment M are written as in (16).

F, = gSC;, EJ = qSCya
F,=gSC;, M =gScCy, (16)

where ¢ denotes the dynamic pressure and S and ¢ the
wing surface and mean aerodynamic chord, respectively.
The aerodynamic coefficients Cy, Cy, C, and C,, are func-
tions of the Euler angles and the aerodynamic coefficients
Cr, Cp and Cya which in turn depend on the stability
derivatives Cy,, Cp, > G, control derivative C, o and con-
trol input §,. Some physical properties and aerodynamic
data of the model are shown in Table 1.

Expanding (14) and using Equations 15 and 16 the sys-
tem can be written as in (17) below:

(x:q—l—écos((x—@)——sma
qS
+ Z—VCL (a,q) — (m sma) Or,
1= B GG [ £
q= Iyy moy Mg my v q
-SE
+(ch%)@,
Ly
0=y (17)

It should be noted that the velocity dynamic is not con-
sidered in (17). A parallel proportional integrative (PI)
controller will be used to keep the aircraft total velocity
constant using the thrust deflection 6, as a secondary ob-
jective.

3.2. Problem formulation

Consider the system in (17). This system can be rewrit-
ten in the input affine-form % = f(x) + g(x)u with the
state vector x € R" (n = 3) as x = {a,q,0}7, the con-
trol input vector u € R" (m = 1) as u = {J,}, and to
complete the SISO problem, the output vector y € R
(p =m) as y = h(x) = {®}. With the smooth functions
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f(x)=[f1, f», /5] and g(x) = [g1,82,23]" showed in (18).

[ g+ & cos(a ®)7Wsma
+ 1 CL(OC q) (5 sina) &,
X)= gSc c 9
f(x) PGy +Cng @+ G, (§) 4]
L q
0
g(x) = | TCn, | - (18)
0

The control problem consists in designing the elevator
control that makes the attitude angle @ to track a reference
doublet "smoothed" through a first order filter. Here the
filter H(s) = s1+1 with time constant T = 1 was used, this
filter smoothing is important to ensure that the first deriva-
tive of the error is bounded. The control problem must be
solved ensuring that the internal dynamic of the system is
input-to-state stable and guaranteeing asymptotic stabil-
ity of the external error. In order to better formulate the
control problem it is assumed that the system has uniform
relative degree and can be converted to normal form (As-
sumption 1). Another assumption considered in this work
to simplify the control problem is:

Assumption 6: All the latero-directional state vari-
ables are null or constant and only the longitudinal states
are time varying, therefore, the longitudinal and latero-
directional dynamics are decoupled.

4. NORMAL FORM TRANSFORMATION AND
TRACKING PROBLEM

4.1. Normal form transformation

Using Assumption 1 and the Lie derivative of (2) as
proposed in [21] and [24], we can compute the relative
degree to the output y = h(x) = {®}, then, for k = 0 we
have L,h(x) = g3 = 0 which does not attend (2). Fork =1,
the Lie derivative becomes L,Lh(x) = g» = A(x), result-
ing in a relative degree p =k+1 =2. Due to p < n the
transformation is partial and we have internal and external
dynamics.

The new internal and external variables are determined
by means of (19) and (20). The new external variables are
computed in (21).

i_ -, JIsisp,
g=1"n, {l<i<m, (19)
Lyn =0, (20)
& = L?h(x) =h(x) =0,

00 20 007 |h
52 th() |:aa aq a®:| ;i =dq. (21)

With fi, f> and f3 as defined in (18). It is easy to check
that the simplest choice 1 = « satisfies the condition 20,
by the fact that g; = g3 = 0 and the choice of 1) does not
depend on g, see (22).

an an an

Len = aagl + =&+ a®g3

5 0. (22)

In accordance with [24] the new external and internal dy-
namics are constructed as in (23) and (25) respectively,
and the normal form transformation is completed.

& =&,
& =b(&n)+a(&nu, (23)
where b(&,7n) and a(&,n) as in (24).

- )
b@nnzL%@»:qC[@w+a%n+cm(c)@]
: I, v

Sc
A =g="5c,,, @

a(§,m) = LeLyh(x) =

I,
{804 o 806} ? f
= |— — — 20 = J1
da 9q 90 |}
—&+ S eos(n-&) - -
=&+ yeos(n—¢Gi)— —sinm
@ T
oy Cr(o,q) — <mV sin Oc) Or. (25)

4.2. Tracking problem

Through Assumption 2, it is possible to define the error
dynamics. Let z =n — 7] be the internal dynamic error
with 7] = @4 and ¢; = & — E, —v; the external dynamic
error with &, = [F155,0] = [@eq,O] andv; =[r] — rlmr/l] =
[BOref — Oy, G)/mf] where @ref is the time derivative of the
attitude reference. Finally, the system error is as presented
in (26) and the error dynamics can be written in the com-
pact matrix form (27).

e=lered = [61 — Oy & 0,1, (26)
{22} - [8 (1)} {Z§ } + m {ble,n) +ale,n)u}.
27)

5. INTERNAL DYNAMIC STABILITY
DEMONSTRATION

In this section we will demonstrate that the internal dy-
namic of the system is exponentially stable using Assump-
tion 3. This is necessary because the procedure adopted
to design the UIR in this paper is applicable only to
minimum-phase nonlinear systems [34]. The internal dy-
namics of the system is represented by (28).

:=0(z,e+v,d)
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=ey+ @;ef + g CoS(z+ ey — €1 — Opep)

\%4
T .
-y Sin(z+ Oty)
as T
— WCL((X,Q) — Wsm(z—&—aeq)&,. (28)

For convenience, the following constants ¢, ¢;, ¢3, @ and b
are defined in (29). Then the internal dynamic is rewritten
as in (30).

-8 T _gS

=2 = (1 =22
Cl Va (&) mV( +6ﬂ) 3 mVCL(aaQ)a
a:(z+aeq_el_®ref)7 B:(Z+aeq), (29)
i=¢(z,e+vd)=e —i—c’lcosd—c'zsenl_a—c'g—k@;ef.

(30)

We proceed to prove that the equilibrium point z = 0 of the
non-observable dynamic ("zero dynamic" with e = 0 and
v=0)z=¢(z,0,d) (see (31)), is exponentially stable, for
this purpose the conditions stated in Assumption 3 must
be attended.

2=¢(z,0,d)

=C1¢08(Z+ Oeg) — 2 8IN(Z+ Opg) — G3(2+ Oty)-
€1y

Let V, = %ZTZ be a candidate Lyapunov function (CLF)
for z. There exist two class K functions 4; = {5 |z|* and
M=7 |z|2 such that A; <V, < A4,. Deriving the CLF we
obtain the (32) below:

VZ =z
=z[¢1 €08(2+ Ceg) — Ca8in(z2+ Oty)
—G3(2+ Og)]
=2C1 COS(2+ Qo) — 262 SIN(Z2+ Oleq)
— 7 — 200G
=|z||¢1 cos(z+ Cey)|
= [2l(|2sin(z 4 0eg) | + g |63])) — |52 (32)
It is easy to see that the critical case occurs when cos(z +
Qo) >> sin(z+ Oy), this is, with z = —a,, in this case

of cos(z+ tt.y) = 1 and sin(z+ @y) = 0. Due to &ty > 0
(Cr, = 0 see Table 1) as result:

V.,=22

- - -2
= 2C1 — 20qC3 — €37

A

— ||+ 0y l63] — 0,3
—(Xeq‘C_1| = —2,3. (33)

IN

Due to 0, >0 and |¢;| =g/V >0 WV >0, V, is nega-
tive definite, the internal dynamic is exponentially stable,
therefore, when e, e; — 0, the internal error z — 0.
Performing a deeper analysis, it is easy to check that
when z = 0 the derivative of the CLF is: V < —23|z[?

with A3 =3 >0 Va >0, where o = o, > 0. In the
case of z > 0 we have: o > @y, due to the angle of at-
tack is bounded between the interval —7/18 < ot < w/4
and in the boundary o = [0, 7/4], the cos(z+ Q) >
sin(z+ Oqy) the maximum difference occurs at o ~ ¢,
then cos(0y) ~ 1 € sin(0y) ~ 0y, and finally:

V. =|z][¢1cos(0eq)| — |2|(|C2sin(Ceq) | + Oeq|E31))
— ||z
<lzlléi] = [zl o (|2] + |c3]) = |G|z
with a4 (|G| +|63]) > |éi]
< —A3lz]?, where A3 = |3 (34)

From (32), (33), and (34) we conclude that, inter-
nal dynamic is exponentially stable due to V, > 0 and
V, < A = min{0,,|ci],|c3|} > 0. Then, z — 0 while
er,ey; — 0, that is, the internal dynamic will not affect
the controller performance. In the following steps two ap-
proaches are proposed to design the controller and deter-
mine the controller parameters.

6. CONTROLLER DESIGN

6.1. Case 1: approach without considering unknown
parameters

The first step is to design the sliding surface of CSMC
(35) modified by the introduction of a conditional integra-
tor whose variable is defined as 0g. Using the relative
degree previously computed p = 2, (36) is obtained.

p—1
so =ky 0o+ Y KPe?+e) 1<j<p-—1, (35
j=1

so = k0o +kPeP + €2 (36)

where €9 = ¢9. The constant kY > 0 is chosen such that

the polynomial 2 +A° = 0 has only roots with nega-
tive real parts. Deriving the sliding surface we obtain (see

(37)):
So =k 6o + ke +¢5. (37)

Keeping in mind that the conditional integrator dynamics
is defined by 6g = —k((;) Oo + Uesat (se/le) and using &9
from (27):

So = k((;) {—k(c;)G@) + Uesat (S@)/,LL@)} —‘rk(laez@
+b(e,m)+ale,N)ue. (38)

Assuming that a(e,n) = A(x) = g, is completely known
in (38), we define the UIR controller as in (39).

{u@) =g ' [-F()+vel,

: (39)
ve = —Kgsat (u%
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Due to the flexibility of choosing £'(-) = 0 for SISO sys-
tems [34], the controller will be as in (40).

to = —g, 'Kesat (:LZ) . (40)

With Kg = vo(-) +ge and  ge > 0 as stated in Assump-
tion 5. Substituting ug in sg of (38) and analyzing out-
side the boundary layer (|se| < Ue), We have Fg(-) =
k9e9 +b(e,n), in this region sat (se/Le) = so/ 5o, then
the derivative of the CLF will be as showed in (41).

so =Ao(-) —Ko(se/ |sol), 41
where Ag() = k§ { —k§ 0o + Hosat (so/le) } + Fo(-). It
will be demonstrated later in the stability demonstratlon

for s that sgse < 0, then it is necessary to define vg(-) as
in (42) (See Assumption 5).

Isel

V() > max
50

Ao () = max|Ae(*)]. (42)

Maximizing Ag(-) (See (43)).

S S S
po() = 20lke L 400, 1 o2 L1 ol g )
KYe) |S®| NC)
S S
(ko) |®|+k0u |®|F®()
Mo

< Kpto —signlso RS o + 2L Fo()
< 2k3 o + |Fo )] - (43)

We choose gg = 2.1kg’u@ > 0 to overbound the term
2k e and Ve(-) will be ve(-) > [Fo(-)| =k} |e9| +
|b(e,n)|. Finally we determine the controller gain by
means of Kg = Ve(-) + ge-

6.2. Case 2: approach considering unknown parame-
ters

By means of Assumption 4 we will consider that a(-) is

not totally known, therefore, an unknown parameter is de-

fined. Let 0 € [6",6M] (i = 1) be the unknown parame-

ters vector. In this work, the only unknown parameter con-

sidered is ) = Cmy, then a(-) = g, = k,0) with k, = 2.

Assuming that a(-) is not exactly known, we deﬁne
a nominal value d(-) which satisfies the equation a(-) =
['(-)a(-), logically T'(-) = % = S—:. Due to Fg(-) and
b(e,n) are not dependent on 6, then, Fg(-) = Fe(-) and
b(e,n) =b(e,n) with Fg(:) and b(e,n) as in (44).

Fo(-) =k{es +b(e,n),

Cmo +Cman +Cm (V) (62 +®ref)]
(44)

b(e,n) =ka

In the case of functions Fg(+) and b(e, 1) be dependent on
8, its corresponding Fo(-) and b(e,n) need to be calcu-
lated. Once these considerations are taken into account,
the controller presented in (40) becomes (45).

o — _ﬁ®(.) — Kesat(se/Ue) (45)
a() ‘

Substituting it in the first derivative of the sliding surface,
we obtain the Expression on (46) below:

So :k((;) {—k((;)O'@ + Ugsat (S@/[.L@)} +Fo(:)
—T()Fe(-) —T(-)Fo(-)Kesat(so/Ue).  (46)

Analyzing (46) it can be understood that in the case of
a(-) = a(-), that is, a(-) is precisely known, the parame-
ter I'(-) = 1 leads to the cancellation of the terms Fg(-) —
['(-)Fo(-). In case 2 we will assume that a(-) # 4(-), then,
outside the boundary layer (|sg| > Ue) the first derivative
of the sliding surface will be as in (47).

KYe) :k((;) {7]{((;)0'@ + Upsat (S@/[J,@)}

+Fo(-)[1 —T(-)] — Kesat(so/ o)
—(kg) G@)@ + kg Lo gi
%(-)M[l IOl - Ko @)
BC) 1

Once again, to guarantee V; = sgSo < 0, and taking advan-
tage of previous results in (43), Kg is computed as showed
in (48).

Ko =Vo(-) +do

0 6,
- Re()|+2do
max o, o()|+ 91
0
_<6I_1>( |ezy+|ben)\)
6
+2kQ e <9i> : (48)

As a consequence, the higher the uncertainty, the higher
the controller gain Kg, it also can be seen that the higher
the boundary layer lg, the higher the gain Kg has to be in
order to keep V; < 0.

7. STABILITY DEMONSTRATION

The system is written in closed loop form using the er-
ror { € RP~! where § = {e;};(1 <i<p —1) [23]. Then,
Co = €9, with s¢ = k0 +kPe? + €9 € 9 = 69 we have
the new error dynamic as in (49).

Co = —kP%o + (s0 — kP 00) = Mo + Co (50 — kS 0p).

(49)
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M is always negative by the fact of kY >0 and Co = 1.
In order to demonstrate the system stability it is necessary
to define the following CLFs (50).

1, 1 T
Vi= 550 Vo= 5 % Ve = o000 (50)
such that Q = QT > 0 can satisfy the Lyapunov equation
OMg +M£Q = —1I where Mg = fk?.

In the case of the sliding surface, it will be demon-
strated that the compact set V; < %cé with cg > Ug is a
positive invariant set. Outside the boundary layer |sg| >
Ue and sat(se/Ue) = se/ |se| the first derivative of the
sliding surface with Kg > |Ae(*)| + ge and ge > 0 be-
comes:

V; = seso
— 5o (A®(~) _K®S®>
Isel
o)
< IselAe ()| —Ise| (|Ae(-)|+g0) Ts]
<lse||Ae(-)| —Ise| |Ae(:)| — qo |sel
< —gelse| <0. (D

Then, due to the first derivative of the CLF in (51) being
negative definite, the set V; < %c% is positive invariant, that
is, any trajectory starting inside this set, will stay inside it
for all future time.

For the conditional integrator, the compact set Vg <
3 (e /kS)?* is proposed due to [0e| < (He/kS). As the
conditional integrator only provides integral action in-
side the boundary layer, |sg| < Ue. Then, sat(se/Uo) =
se/Ue. Deriving the CLF:

Vs = G000
= 06 (—kj Go +se)
= —kj O + Cose
< _k((;) “76)‘24’ |se||oe| due to |se| < Ue

< —k |oe|* + Lo |Co - (52)

In Fig. 1 it is possible to see the positive and nega-
tive parts of Vy in the last inequation of (52). It is no-
ticed that the positive part Ug|0g| is always higher for
oo < (Ue/kY), on the other hand, for o > (Ue/kY) the
negative part dominates and we can guarantee that Vs < 0
is negative definite, that is, for any trajectory starting out-
side the set Vo < 1(to/k$)? it will stay inside for all fu-
ture time. According to [36] (Section 4.8), the system is
Uniformly Ultimately Bounded and the set is an invariant
positive set.

For the stability demonstration of the closed-loop error
(o, the first step is to calculate the Q value in the CLF V;
of equation 50. Solving the Lyapunov equation QMg +
MEQ = —1 with Mg = —k? e Co = 1, we obtain: Q = ﬁ

VC v

' M|U| /
\ 2 1
: ---kylo] ;

J=lu/k0

Fig. 1. First derivative parts of CLF of og.

Deriving the CLF:
Ve =60%0 + 66 0%
= [Mg L6 +Co(so — k5 00)" | 0o
+ ¢80 Moo +Colse — ki 06)]
={MEQLe + QCE(so — ki 06)" Co
+ 86 OMo 8o + £5 OCo (50 — kj Go)
=(& [OMe +ME0] Lo +20Co (so — ki 06) o
Lyapunov equation
— {5180 +20Co(s0 — ki 00) o
<—[Gol*+2]0QCel (Iso| +&§ |0o|) [Gol . (53)

For the right side of the last inequality in (53) to be
zero, it is necessary that (g = 2|0Ce| (|se| + k$ |0o|) =
5, keeping in mind that |se| < ce and |0e| < (Le/k)
then, 6 = 2|QC¢|(co + Ue). Finally the set V;(§) <
Anar(Q)8% = 4 |QC@)|2 (co + 1e)*Anar(Q) is positive in-
variant V|{g| > & in a similar manner to the Uniformly
Ultimately Bounded stability of the conditional integrator.

We can conclude that either the sliding surface, the con-
ditional integrator or the tracking error will converge to its
respective equilibrium points with the choice of the pa-
rameters gg > 0, k9 > 0 and k? > 0. Then, the compact
sets Vy < 1¢d, Vo < 2 (o /k{)? and Vi (8) < Ayax(Q)8?
are positive invariant sets and can be taken as estimations
of the system’s region of attraction.

8. NUMERICAL SIMULATIONS

As previously stated, the main control objective of the
UIR controller designed in this paper is to track a dou-
blet reference signal of attitude angle "smoothed" through
a pre-filter H(s) of maximum amplitude of 20°. The nu-
merical parameters adopted (case 1 and 2) are: |of| < 45°,
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error in V [m/s]

Table 2. Kg for different i values.
jv referenc Lo Ko
| T ‘ ‘ ‘V rea] (1/4)u /16 12.325

0 10 20 30 40 50 60 70 (1/2)u n/8 12.688
time [sec] u /4 13.425

4 : ‘ 2u n/2 15.225

20 / \ 4u b1 18.488

0

i Y

Y = A L

0 10 20 30 40 50 60 70 ©° O r=— ~ - |
time [secl %_02 ‘ ‘ I

Fig. 2. Velocity response using PI controller.

lg] <90°/s, |61] = Cms, = —0.45, B; = —0.5, 6} =
—0.3, 6" = —0.7, the controller parameters: (g = /4,
k® = k9 = 1, for case 1, the computed controller gain (us-
ing (43)) was Kg = 13.425 and for case 2 (using (48))
was Kg = 3.166. It is important to remark that the model
used in simulations incorporates an actuator with position
and rate saturation, therefore, robustness to unmodeled
dynamics will be demonstrated.

The proportional and integrative gains of the PI con-
troller were respectively: K, =3 and K; = 0.08. These
were obtained by a trial-and-error process, (54) represents
the PI controller which was used to keep the aircraft ve-
locity constant (Mach-hold autopilot). Fig. 2 shows the
response of the PI controller tracking the total reference
velocity, the controller shows a good performance with a
maximum tracking error of 4 m/s. It is worth mentioning
that the commanded maneuver in the simulation is more
complex than a simple constant velocity, therefore, it is
expected to obtain better results in the main tracking prob-
lem.

t
upr = Kpe® + K /0 Odr. (54)

In accordance with [34] the boundary layer value u
should be chosen “sufficiently small” in order for the
CSMC to recover the performance of the ideal SMC. To
do this, and as a novelty in this paper, we will justify
the chosen u value g = m/4 through simulations, this
simple test will allow us to predict which value of u
makes the chattering phenomenon appear, indicating that
the sat(-) ~ sign(-) complying with the subjective crite-
rion previously mentioned.

Several values of g are proposed and the correspond-
ing analytical gains Ky for each ue are determined (see
Table 2). With these parameters and under the trim condi-
tion (V,H) = (250 m/s, 5000 m) the time history of the at-
titude tracking error and output control signal §, are plot-
ted, as showed in Fig. 3.

0 5 10 15 20 25 30

5
: Py

4 i %.5 9 95 10 103
} ‘—1/4u*1/2u—u 2p 4u‘
0 5 16 1‘5 26 2‘5 30
time [s]

elevator 6p [°]
N
o o

Fig. 3. Tracking error and control signal for various
boundary layers.

It is easy to check that the lower the boundary layer
value is, the lower the tracking error becomes, this can be
explained by the fact that the ideal SMC dominates the
controller dynamics. On the other hand, for the lower val-
ues (1/4)u and (1/2)u the control signal suffers chat-
tering (more control oscillation) and higher control de-
mands, this indicates that u is small enough and that
sat(-) = sign(-). In order to avoid the chattering phe-
nomenon and still keep the error sufficiently small, the
choice g = U = /4 seems to be adequate.

The values of Kg for case 1 were computed using the
(43) where Ko = Vo(') +go and go = 2.1k{ e with
Uo = m/4 and k = 1 resulting in go = 1.649. Then
vo(:) > |Fo(-)| =k? ’eg)’ +|b(e,n)|, assuming that the er-
ror is [€9| ~ 0 leads to ve(-) > |b(e,n)| (See (55)).

Vo(-) > ky | Gy +Con 1+ Con, (;) 52] , (55)

_gs¢
=0,
properties listed in Table 1, and the boundaries |17| = |a| <
m/4rad and |&| = |g| < /2 rad/s we have vg () = 11.776
and consequently Kg = 13.425. To complete the con-
troller (case 1) it is necessary to compute the value of
g of (40) g» = kaCmép, with Cmép = —0.45 we obtain
8> = —36.25. Finally, the UIR controller is written as in
(56).

Ug = —gz_'K@sat (;CZ))

where k, Then, using the stability derivatives and
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1 1 (O] ©
038 sar (W) , (56)
/4
For case 2, Kg is calculated by means of (48). Consider-
ing ’eﬂ ~ 0 again, keeping in mind that |6,| = |Cm5,,| =

0.45, 6; = 0.5 and reusing |b(e,n)| e ge from previous
case, the controller gain is computed as in (57).

él él
Ke=| ——1 _
o (61 )Ib(e,n)l+q®<el>7
Ko =3.166. (57

With d(-) = go = —k,0, and Fg(-) = Fe(-) is possible
to complete the UIR controller for case 2 which is given
by the expression in (58).

. —F®(~) — K@ -Scll(S@/[J@)

Up = ~
a()
— 7k?eg)*b(eyrl)*Kg-sat(seg/‘u@)
&2 ?
—kPe§ — b(e,n) —3.166 - sar (%)
Ug = i .
° —k, 0,

(58)

With b(e,0) = ko [Cny + Cin, 1 +Co, (5) (€9 +0,,,)].
In order to make the simulations more realistic, an actu-
ator for elevator was modeled as a first order differential
equation SP = —20.28, +20.2ue with saturation to ensure
the maximum elevator deflection |5,| < 30° and maximum
rate |8, < 720°/s. The simulation results are shown in
Fig. 4.

It can be noted in Fig. 4 that both controllers achieve
good performance with tracking errors not higher than 0.1
radians (< 5.7°). Controller from case 2 approach proved
to be more accurate tracking the reference signal and de-
manded less control activity. It should be noted that the
gains Kg for each case are the minimal ones able to guar-
antee the correct operation of the controllers, therefore, in
order to illustrate a possible degradation and/or improve-
ment of tracking error with other gains, the response of
the simplified UIR (case 1) was simulated with the gains
%K@ and 4Kg. Fig. 5 confirms the efficiency of the min-
imal gain Kg analytically obtained. When compared to
%K@ it is easy to check a high degradation of the tracking
response and using 4Kg gain, the response shows a signif-
icant reduction of tracking error.

In order to demonstrate the robustness and large region
of attraction of the UIR controller, the maximum value
of the reference attitude angle doublet was gradually in-
creased up to 80°, the results are shown in Figs. 6 and
7. In Fig. 6 a good tracking performance can be seen for
both controllers, either considering a complete knowledge
of the model or in the presence of model uncertainties.
Fig. 7 illustrates the control demand for both cases, re-
quiring higher control activity in case 2.

!
—Reference []
-- UIR-Case 14
-~ UIR-Case 2

Jlrad)

Error e

10
0 5 10 2 2 o

time [sec] time [sec]

Fig. 4. Attitude tracking using UIR, cases 1 and 2.

—Reference||
-- UIR-4K(_) N

1
-- UIR- /4K®

time [sec]

—UIR-4K |
1
—UIR- /AKG)

time [sec]

Fig. 5. Attitude tracking using UIR case 1 with iK@ and
4Kp.

6 [deg]
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O ref 20°-- O real]]

=

® N /7 [0 ref 40°- 6 real —6 ref 40°—0 real
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@, —©ref60° O reall] ., \\,,/ —Oref60° O real

(€] [deg]

" /L I . /A/" \ |
|- .l . e
[—=© ref 80°-- © realjy= ~ / —© ref 80°—© real

A timé [sl '

Ctime fs]

Fig. 6. Attitude tracking for different amplitude refer-
ences - UIR controller, dashed line (case 1), solid
line (case 2).

In this work, two performance indexes are proposed
to compare the performance of both studied approaches,
a performance index to the accumulated error (AE) de-
fined as AE = [} abs(e?)dt and one to the Control De-
mand (CD) as CD = [, abs(8,)dt. Figs. 8 and 9 show less
accumulated error to case 2, during the simulation time at
expenses of demanding more control activity, this analy-
sis allows to confirm that considering uncertainties in the
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Fig. 7. Control for different amplitude references - UIR
controller, dashed line (case 1), solid line (case 2).
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Fig. 8. Comparison between accumulated tracking error,
case 1 and 2.

model leads to a more robust controller.

One of the main advantages of the universal integral
regulator is the ability to handle disturbances that can
cause abrupt system changes. With the UIR controller
"on" and flight condition trimmed at V=250 m/s and
H=5000 m, an input additive disturbance of 10° was ap-
plied to the elevator input between t = 1s and t = 2s. In
Fig. 10 it is possible to see the additive pulse disturbance
shape and the aircraft response for both controllers (cases
1 and 2). The simulation results showed a good behavior
of the attitude angle response even in the presence of the
disturbance, being the UIR case 1 which revealed a better
transient performance with a tracking error lower than 5°.

To finish with this study, the performance of the UIR
with CSMC and SMC with conventional integrator ¢ = ¢9
is compared. As mentioned in the introduction, the UIR is

IN)
@
S

BCase 1
| |case2

al

Amphtude Ref: 1(2

N
=]
=]

o o
=] S

Control Demand 5p [°.s]

0°) 3(€;O°) 4(80°)

Fig. 9. Comparison between control demand, case 1 and
2.

&

—Reference ||
—UIR-case 1
—UIR-case 2| |
o 2 4 v 8w % 1 2z 3+ 5 s 1 & o w

time [s] time [s]

Additive Disturbance [deg]
Erro in © [deg]

Fig. 10. Disturbance effect of UIR controller, case 1 and
2.

tracking error

6F _\,
20 21 22 23 24 25
'—Ref —RIU —CSMC — Conv. Int| |

Fig. 11. Response comparison among UIR and previous
approaches.

a SMC based technique modified by the introduction of a
conditional integrator, this combination has the advantage
of improving the transient response caused by the use of a
conventional integrator and eliminates the non-zero error
problem caused by the CSMC approach. Fig. 11 shows
the response of the attitude angle of the aircraft in study to
a step-type reference of 10°. Results confirm the advan-
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tages previously mentioned. A similar comparison with a
simple dynamic system was done in [34].

9. CONCLUSION

In this paper, the relatively novel control technique Uni-
versal Integral Regulator (UIR) was applied to the attitude
tracking problem of a fighter aircraft. The main feature of
this technique is the ability of retaining the transient re-
sponse of the ideal SMC ensuring zero tracking error. The
aircraft dynamic was written in the control input affine-
form and transformed to a normal form by constructing a
local diffeomorphism. This transformation made a feed-
back linearization and it was possible to separate the sys-
tem into an internal and external dynamics. The expo-
nential stability of the internal dynamics was analytically
demonstrated and the external dynamics showed to be
asymptotically stable through a Lyapunov’s direct method
stability analysis. It was possible to find a simulation-
based methodology to adequately choose the boundary
layer of the CSMC and a direct relationship between the
boundary layer and the main gain of the controller, which
was analytically determined, representing one of the main
contributions of this work. The robustness of the control
technique was extensively demonstrated through simula-
tions and the system behavior was as expected due to the
uncertainties considered in the analytical design. The UIR
demonstrated good performance under model uncertain-
ties by the fact that the actuator was implemented (in sim-
ulations) but not considered along the design of the con-
troller. The results showed good performance of the UIR
to tackle with additive input disturbances and exhibited a
fast convergence of the tracking error guaranteeing zero
steady-state error without degrading the transient system
response. This was done even in the presence of high ref-
erence angles and without using any gain scheduling. The
comparison between both approaches was done through
the proposition of two performance indexes related with
the accumulated error and control demand.
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